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Abstract. We investigate solution methods for large-scale inverse problems governed by partial differential equations (PDEs) via Bayesian

inference. The Bayesian framework provides a statistical setting to infer uncertain parameters from noisy measurements. To quantify posterior
uncertainty, we adopt Markov Chain Monte Carlo (MCMC) approaches for generating samples. To increase the efficiency of these approaches in
high-dimension, we make use of local information about gradient and Hessian of the target potential, also via Hamiltonian Monte Carlo (HMC). Our
target application is inferring the field of soil permeability processing observations of pore pressure, using a nonlinear PDE poromechanics model for
predicting pressure from permeability. We compare the performance of different sampling approaches in this and other settings. We also investigate
the effect of dimensionality and non-gaussianity of distributions on the performance of different sampling methods.
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1. Introduction and Background. Many problems in science and engineering problems can be modeled by
partial differential equations (PDEs). Inverse problems constrained by PDEs are a challenging class of these problems,
which play an essential role in investigating many physical systems, including geomechanical engineering, medical
engineering, astrophysics, e.g. [34, 28, 6, 33, 1, 45, 14, 10, 21, 19, 20]. Inverse problems aim at inferring the
unknown model parameters of a physical system from observations, which may be limited, indirectly related to the
parameters, and affected by noise. When the parameter domain is high-dimensional, and the relation between parameters
and observations is defined by a complex mechanics model, solving inverse problems is computationally expensive.
One approach for addressing these problems is to identify a point-based estimator via the minimizing of a function
quantifying the discrepancies between model predictions and observations, e.g. the negative log-likelihood function.
However, in this formulation the solution may not be unique, and the point-based estimate may be not informative on
the posterior knowledge. One classical method to overcome the ill-posedness and to decrease the sensitivity of the
solution to measurements’ noise is to add a regularization term, enforcing continuity and smoothness of the solution
[34, 12, 42]. In the Bayesian framework, the unknown parameters are treated as random variables, with an assigned
prior probability, while the likelihood function relies on the forward model and the noisy measurements [28, 45].
Prior and likelihood are integrated in the posterior distribution. A point-based estimator for the posterior evaluation
is the Maximum a Posteriori (MAP), but the posterior uncertainty can also be represented, describing the posterior
distribution via samples or approximations, when it cannot be derived in exact form.

In this paper, we adopt a Bayesian inference framework to infer the uncertain parameters of a PDE-based forward
poromechanics model. For solving the Bayesian inverse problem numerically, the infinite-dimensional parameter space
has to be discretized to a finite-dimensional domain. Different discretization methods have been studied in the context
of infinite-dimensional inverse problems. Finite element discretization methods use a finite number of continuous
Lagrange basis functions to approximate the infinite-dimensional parameter space [6, 45]. The Karhunen-Loeve
(K-L) expansion provides an alternative approach, representing the infinite-dimensional parameter set in terms of
its eigenvalues, and allowing of truncating after a finite number of terms and approximate dimensionality reduction
[43, 44].

We discuss the effectiveness of sampling methods based on Markov Chain Monte Carlo (MCMC) for representing
the posterior distribution in the high-dimensional parameter space. The standard Metropolis-Hastings algorithm is
computationally too expensive for our high-dimensional application [16]. There have been many efforts to accelerate
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the speed of sampling for high-dimensional inverse problems, such as developing reduced-order models [2, 8, 15, 32],
using local gradient information as Hamiltonian Monte Carlo (HMC) method [4], Hessian information as Riemannian
manifold HMC [26, 7], and Hessian based MCMC methods [35, 28, 6, 33]. In this paper, we investigate the efficiency
of Hessian-based MCMC and Hessian-based HMC methods in high dimensional problems.

Using Hessian information can significantly improve the performance of MCMC methods in infinite-dimensional
inverse problems. Qi and Minka [35] proposed a Hessian based Metropolis-Hasting (HMH) algorithm. They
formulated an adaptive proposal density by approximating a Gaussian distribution using the local gradient and Hessian
information. Martin et al. [28] applied the HMH method for high-dimensional inverse problems by approximating the
low-rank local Hessian to ensure the positive definiteness of the matrix, obtaining what they call the Stochastic Newton
MCMC (SNMCMC) method. Petra et al. [33] modified the SNMCMC method by using the Hessian at the MAP point
to decrease its computational cost.

The HMC method can explore the posterior distribution faster than regular MCMC alternatives, as it uses local
gradient information to make long-distance moves through the parameter space [4]. HMC algorithm can be used for
efficient sampling in high-dimensional parameter spaces by selecting appropriate; step size, total number of samples,
and mass matrix [16]. Several works have proposed to modify the HMC algorithm by tuning the mass matrix
using Hessian information [13, 16, 26, 48, 49]. Lee and Vempala [26] proved that the Riemannian Manifold HMC
(RMHMC) accelerates the convergence rate of HMC by using the local Hessian information as the mass matrix, and
Zhang and Sutton [49] developed a modified HMC method by using the approximated BFGS Hessian as the mass
matrix. Bui-Thanh and Girolami [7] investigate a RMHMC method using the exact and low-rank Fisher information
matrix.

We particularly study the performance of Hessian-informed MCMC and HMC methods that have been proposed
recently for high-dimensional inverse problems. We compare the SN-MAP method presented by Petra et al. [33], the
Metropolis- Adjusted Langevin algorithm (MALA) [36] algorithm using the Hessian information at the MAP point,
and the H-HMC method presented by Bui-Thanh and Girolami [7]. We investigate several numerical examples to
show how the dimension and non-Gaussian nature of the problem can affect the performance of different Hessian-
informed methods. We avoid investigating Hessian-informed methods using the local Hessian information since those
are computationally expensive and require calculating the second derivative information in each iteration.

There are many applications for high-dimensional inverse problems [1, 7, 28, 33]. Our analysis targets the inference
of soil permeability in regions close to injection sites related to a broad range of energy activities such as; waste-water
injection, CO2 sequestration, geothermal energy activities, hydraulic fracking. Inferring these parameters is crucial for
estimating the capacity of reservoirs, predicting the pore pressure and stress around the injection centers, and assessing
the hazards of sliding and injection-induced seismic events [41, 38, 24, 39, 46, 47, 25, 23, 27, 40, 5]. We infer the
unknown permeability field from the collected pressure measurements. In our work, we adopt the Bayesian framework to
infer the unknown poroelastic properties of a nonlinear poromechanics model from the noisy and sparse measurements.
The MAP is identified using a inexact Newton solver, then samples are generating via MCMC approaches, starting from
that point. We apply the developed model to solve a large-scale nonlinear inverse problem and determine the unknown
properties of the deep underground layers.

Organization. Section 2 provides the general Bayesian formulation for high-dimensional inverse problems, and
discusses the choice of prior. Section 3 reviews and discusses the standard and accelerated sampling methods for
exploring the posterior distribution. Section 4 provides the governing equations of the forward poromechanics model.
Section 5 illustrates the numerical results of identifying the MAP point and generating samples from prior and posterior
distributions.

2. Bayesian Framework for High-Dimensional Inverse Problems. We infer field θ(x), where x is a spatial
coordinate on reference domainΩ, following the Bayesian framework. The prior knowledge about the field is modeled
by a function π(θ) = log

(
p(θ)

)
, and p(θ) is assumed to be Gaussian, so that:

(2.1) π(θ) = −1

2
||A(θ −mπ)||2 + const.



HIGH-DIMENSIONAL NONLINEAR BAYESIAN INFERENCE 3

wheremπ(x) is the prior mean function and A is a Laplacian-like operator, that will be defined in Section 2.1. For any
function f ∈ L2(Ω), L2(Ω) being the space of square integrable functions, the norm is defined as:

(2.2) ||f(x)||2 =

∫
Ω

f2(x) dx

A dataset of n noisy observations is available, listed in a vector y = [y1, y2, · · · , yn]⊤. The observation i is related
to the field via equation yi = Qθ(xi, ti) + ϵi, where the functionQθ predicts the value to be measured, as a function of
the parameter field θ, time t and location x, and it is computed by solving the forward predictive model. Noise terms
are listed in a vector ϵ = [ϵ1, ϵ2, · · · , ϵn]⊤, modeled as a Gaussian random variable, independent of θ, with a zero mean
and covariance matrix Γϵ, i.e., ϵ ∼ N (0,Γϵ).

Probabilistically, the agreement between predictions and measurements is modeled by the log-likelihood function
l(θ) = log

(
p(y|θ)

)
:

(2.3) l(θ) = −1

2
||Γ−1/2

ϵ (Qθ − y)||2 + const.

where Qθ = [Qθ(x1, t1), · · · , Qθ(xn, tn)]
⊤ is the vector of predictions. In this paper, for each positive definite and

symmetric matrix G, the matrix G−1/2 is a decomposition of inverse of that matrix, so that G−1 = G−1/2G−⊤/2

(e.g. the decomposition can be based on eigenvalue analysis or on Cholesky’s method). For column vectors, the norm
is defined as ||v||2 = v⊤v. If Γϵ = σ2

ϵI (where I is the identity matrix), then Γ−1/2
ϵ can be replaced by σ−1

ϵ in Eq.
(2.3).

Following the Bayes’ rule, the log-posterior density ω(θ) = log
(
p(θ|y)

)
is:

(2.4) ω(θ) = l(θ) + π(θ) + const.

Motivated by the equation above, we define the objective function as J (θ) = −ω(θ) + const.:

(2.5) J (θ) =
1

2
||Γ−1/2

ϵ (Qθ − y)||2 +
1

2
||A(θ −mπ)||2

The MAP point is θMAP = argmin
(
J (θ)

)
, and it is a parameter field that maximizes the posterior density. To identify

θMAP, we minimize J : while least squares approaches minimize the first term (based on the likelihood), the second
one (based on prior knowledge) usually acts as a regularization.

2.1. Choice of Prior Model. The choice of p(θ) is crucial as it allows to include the prior knowledge on the
parameter field θ in a Bayesian inference setting. In this paper, we use a continuous Gaussian measure N (mπ, Cπ)
instead of adopting a discretized Gaussian distribution and covariance matrix [6, 7]. Here, Cπ is the covariance operator
which is defined as below:

(2.6) (Cπϕ)(x) =
∫
Ω

c(x,y)ϕ(y) dy

where c(x, z) is covariance function:

(2.7) c(x, z) = E
[(
θ(x)−mπ(x)

)(
θ(z)−mπ(z)

)]
Given measure function µπ , the operator is defined as:

(2.8) Cπ =

∫
Ω

(θ −mπ)⊗ (θ −mπ)µπ( dθ) = E[(θ −mπ)⊗ (θ −mπ)]

The operator Cπ is fast-to-apply and allows a simple discretization in high dimension [6]. As it is described in
Appendix A the prior function π (Eq. (2.1)) is written as follows:

(2.9) π(θ) = −1

2
||C−1/2

π (θ −mπ)||2 + const.
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Commonly, the covariance operator is considered as the fractional power of Laplacian-like operator A, i.e. Cπ =
A−α , α > 0, where A is positive definite, self adjoint and invertible [11, 31, 9]. Here we choose the covariance
operator as Cπ = A−2, so that C−1/2

π = A, and the action of operator A on θ, i.e., Aθ is defined by the following
elliptic Boundary Value Problem (A = −γΨ∆+ δI):

−γ div(Ψ∇θ) + δθ = s in Ω(2.10)
γ(∇θ) · n = 0 on ∂Ω

where ∆ is the Laplacian operator, γ and δ are positive (hyper)parameters, s is a white noise field and the random θ
field can be expressed as linear function of the random noise, as A−1s. Here, n is the unit normal vector on ∂Ω. The
symmetric and positive-definite second order tensor Ψ defines the anisotropy, and indicates the direction m̂ in which
the parameter space θ has a larger variation. Ψ can then be defined in terms of the unit vector m̂ as follows:

(2.11) Ψ = a
(
I − (1− b/a)m̂⊗ m̂⊤)

In a two-dimensional setting, Ψ is can be represented as:

(2.12) Ψ =

[
a sin (β)

2
+ b cos (β)

2
(b− a) sin (β) cos (β)

(b− a) sin (β) cos (β) b sin (β)
2
+ a cos (β)

2

]
where a, b and β are constants. The larger γ and δ are, the smaller becomes the variance (Eq. (2.10)). Based on the
above formulation, the continuous form of prior term can be written as:

(2.13) Aθ =

{
−γ div(Ψ∇θ) + δθ in Ω
γ(∇θ) · n on ∂Ω

2.2. Discretization of the field. We use a finite element discretization with continuous Lagrangian basis functions
{ϕj}mj=1, and the corresponding nodal values {xj}mj=1, to obtain the finite-dimensional approximation of the problem.
Thus, the discretized field can be described as a vector of coefficients ψ = [ψ1, . . . , ψm]⊤. The inner product between
nodal coefficient vectors can be weighted by a positive-definite and symmetric matrixN , with entries given by:

(2.14) Nij =

∫
Ω

ϕi(x)ϕj(x) dx

Then, for every pair of functions θ1, θ2 ∈ L2(Ω), we can define the weighted inner product in the discretized form as
(θ1, θ2)L2(Ω) ≈ (ψ1,ψ2)N = ψ⊤

1 Nψ2. The matrix representation of the the Laplacian operator A can be defined as
A =N−1K [33], with entry {i, j} ofK as:

(2.15) Kij =

∫
Ω

[
γΨ∇ϕi(x) · ∇ϕj(x) + δϕi(x)ϕj(x)

]
dx

Therefore, the log prior term can be approximated as:

(2.16) π(θ) ∼= −1

2
||A−1/2 ψ||2 + const.

and the objective function can be expressed in terms of ψ as:

(2.17) J (ψ) =
1

2
||Γ−1/2

ϵ (Qψ − y)||2 + 1

2
||A−1/2 ψ||2

whereQψ is the predictive vector, reconstructing field θ =
m∑
j=1

ψjϕj . To minimize this nonlinear function with respect

to θ, quasi-Newton methods can be generally used.
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3. Sampling Methods for High-dimension Inverse Problems. In this section we review some key methods for
drawing samples from probability density functions. We discuss the Metropolis-Hastings MCMC and Hessian based
MCMC methods, and compare their computational costs and efficiency for sampling high-dimensional parameter space.

3.1. Metropolis Hastings Method. The Metropolis Hastings MCMC (MH-MCMC) method (Algorithm 3.1)
relies on proposal density q, which samples next value of random variables z, along a chain, centered at current location
c. One of the most popular choices of proposal (log) density is the isotropic Gaussian distribution:

(3.1) q(c, z) = −1

2
||∆t−1(c− z)||2 + const.

where ∆t is a fixed step-size.

Algorithm 3.1 Metropolis-Hastings MCMC
Input: Initial parameter ψ0

1: Compute J0 = J (ψ0),
2: for k = 0, · · · , N do
3: Draw sample z from proposal density q(ψk, ·)
4: Compute Jz = J (z), ∆q = q(z,ψk)− q(ψk, z),
5: Compute α = −Jz + Jk +∆q
6: Compute a = min[1, exp (α)]
7: Draw u from U([0, 1))
8: if u < a then
9: Accept: Set ψk+1 = z, Jk+1 = Jz

10: else
11: Reject: Set ψk+1 = ψk, Jk+1 = Jk

12: end if
13: end for
Output: Random walk: {ψk}Nk=1

In high-dimensional problems governed by PDEs, the posterior standard deviation of a linear combination of the
field variables varies significantly depending of the direction of the combination, and this poses some challenges in
choosing the step size. Selecting a large step size will induce a low acceptance rate, due to the small standard deviation
of some directions, and a step size as small as the smallest standard deviation will induce a slow mixing (and, since we
need to solve the forward model in each iteration, the simulation campaign will be computationally expensive).

In the following sections, we discuss some accelerated sampling methods using the local gradient and Hessian
information of the objective function J .

3.2. Hessian-based MCMC Methods. In this section we review three Hessian informed MCMC methods pro-
posed by Ghattas and coworkers [28, 6, 33]:

The local quadratic form of Eq. (2.5), based on the Newton method at the vicinity of a current sample ψk can be
approximated using the Laplace approximation (based on a second order Taylor series) as follows [29]:

(3.2) J (ψ) ≈ J̃ (ψ) =
1

2
||H1/2

k (ψ −ψk)||2 + g⊤k (ψ −ψk) + J (ψk)

where gk = ∇J (ψk) and Hk = ∇2J (ψk) are the gradient and the Hessian matrix of the objective function,
respectively, and J̃ is the approximate function. We note that the Hessian matrix is positive definite at the MAP point.
However, we cannot guarantee a positive definite matrix at any arbitrary point. Therefore, to guarantee a positive definite
Hessian matrix, we can use a low-rank approximation H̃k (Appendix B), which is calculated based on the eigenvalue
decomposition, truncating negative and zero eigenvalues. By expanding Eq. (3.2), and adding and subtracting the term
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1

2
gTk H̃

−1
k gk, we obtain:

(3.3) J̃ (ψ) =
1

2
(ψ −ψk)

⊤H̃k(ψ −ψk) + g
⊤
k (ψ −ψk) + J (ψk) +

1

2
gTk H̃

−1
k gk − 1

2
gTk H̃

−1
k gk

Therefore, Eq. (3.3) can be re-written as [28]:

(3.4) J̃ (ψ) =
1

2
||H̃1/2

k (ψ −ψk + H̃−1
k gk)||2 + const.

where term H̃−1
k gk can be interpreted as the Newton step. Inspired by this approximation, the Stochastic Newton

MCMC (SN-MCMC) method adopts the following proposal log density:

(3.5) q(ψk, z) = −1

2
||H̃1/2

k (z −ψk + H̃−1
k gk)||2 + const.

When implementing the method, we need to solve the forward problem at each iteration of the sampling process, and
calculate the local Hessian, local gradient, and approximated Hessian at each iteration.

Since recalculation of Hessian and approximated Hessian at each sample point is expensive, Bui et al. [6, 33]
proposed a modified method which is based on always using the Hessian at the MAP point. Therefore, in the Stochastic
Newton MCMC with MAP-based Hessian (SN-MAP) method we rewrite the proposal log density function as follows:

(3.6) q(ψk, z) = −1

2
||H1/2

MAP (z −ψk +H−1
MAP gk)||

2 + const.

Thus, implementing this approach at each iteration we need to run the forward problem, and compute the local gradient
at each sampled point, but we calculate the Hessian matrix just once, at the MAP point.

Using the locally approximated proposal density can increase the convergence speed, respect to MH-MCMC.
However, when the target distribution is far from a Gaussian distribution, changing the mean value of the proposal
density by adding term (H−1

MAPgk), see Eq. (3.2), can decrease the speed of convergence or the sampling process can
be stuck in a low probability region. In order to overcome these problems, we can define a small random learning rate
γ ≤ 1, substituting term (H−1

MAPgk) with term (γH−1
MAPgk), or use a trust region method [35].

Another Hessian informed MCMC method proposed by Bui et al. [6, 33], called Independence Sampling with
MAP point-based Gaussian proposal (IS-MAP), neglects recalculating the local gradient at each sample by adopting a
proposal density centered at the MAP point:

(3.7) q(ψMAP, z) = −1

2
||H1/2

MAP (z −ψMAP)||2 + const.

whereψMAP is the parameter value at the MAP point. Therefore, by avoiding recalculation of local Hessian and gradient
at each sampling point, we need to calculate the Hessian at the MAP point only once and solve forward problem at each
sampling point. Note that, in this method, samples are generated independently at each step, so the sample generation
is simpler than that of any other MCMC method. However, the acceptance criteria is still the traditional one, for
MH-MCMC. This method can be related to the classical rejection sampling approach.

In the Metropolis-Adjusted Langevin Algorithm (MALA) method [18, 36, 37], the proposal density is defined as:

(3.8) q(ψk, z) = −1

2
||(2τB)−1/2 (z −ψk + τBgk)||2 + const.

where B is a positive-definite preconditioning matrix, and τ is a fixed time step, which has to be taken as 0 < τ ≤ 1.
If we use the inverse of local Hessian information at the MAP as the preconditioning matrix, the proposal density
becomes:

(3.9) q(ψk, z) = −1

2
||
(
HMAP/(2τ)

)1/2
(z −ψk + τH−1

MAPgk)||
2 + const.

The scalar parameter τ in Eqs. (3.8), and (3.9) can play a similar role as the small learning rate γ, by preventing the
algorithm from being stuck in the low probability regions and yield better results for non-Gaussian distributions.
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3.3. Hamiltonian Monte Carlo Method. HMC is one of the efficient sampling methods relying on local gradient
information. In the HMC algorithm (Algorithm 3.2), we define an auxiliary momentum value, then we update the
position and momentum according to the Hamiltonian’s system of differential equations. For a general system, the
position is the variable of interest (e.g. the parameters to be inferred). The potential energy is defined as the objective
function of Section 2, as the negative logarithm of the target distribution [17, 30]. The Hamiltonian function can be
defined as:

(3.10) H(ψ,p) = K(ψ,p) + J (ψ)

where K(ψ,p) is the kinetic energy and p is the momentum vector. In order to update variables p and ψ, we need
to calculate the derivatives of these variables with respect to the "pseudo time" variable t. Therefore, Hamiltonian
equations are:

dψ

dt
=
∂H
∂p

=
∂K
∂p

+
∂J
∂p

=
∂K
∂p

(3.11)

dp

dt
= −∂H

∂ψ
= −∂K

∂ψ
− ∂J
∂ψ

= −∂J
∂ψ

(3.12)

Different choices of K function have been proposed in the literature. One of the most common choices is the Euclidean-
Gaussian kinetic energy [4]:

(3.13) K(ψ,p) =
1

2
||M−1/2p||2 + 1

2
log |M |+ const.

where M is a positive-definite matrix known as the "mass matrix". The choice of the mass matrix influences the
convergence speed and the performance of the sampling process.

3.3.1. Hessian-based HMC Methods. It has been proved that we can reach a better convergence speed in linear
problems by setting the mass matrix as the inverse of posterior covariance [13]. In a more general setting, Riemannian
manifold HMC method uses a Riemannian-Gaussian kinetic energy [3] to choose the mass matrix as M = C(ψ),
where C(ψ) is a function of the parameter of interest which has to be updated with the local information [4].

When we consider C(ψ) = ∇2J (ψ), the Hamiltonian updating equations will induce an updating step similar
to that of Newton method [26], which can significantly improve the sampling performance. Using the Riemannian
manifold HMC for high-dimensional inverse problems is computationally expensive since we need to calculate the local
Hessian of the posterior at each iteration.

To decrease the computational cost, we can use the Hessian of the posterior at the MAP point as a mass matrix
[7], which prevent calculating Hessian in each iteration.

3.4. Comparison of SN-MCMC, MALA, and H-HMC Sampling Methods. This section compares the formu-
lation of MCMC sampling methods relying on Hessian information for high-dimension parameter spaces. We discuss
their similarities and differences.

3.4.1. SN-MAP. Following Eq. (3.6), the updating step of SN-MAP method is (here we directly indicate the next
candidate point as ψk+1, instead of as z):

(3.14) ψk+1 = ψk −H−1
MAPgk +H

−1/2
MAP u

where u is a random sample from a multivariate standard Gaussian distribution (i.e., with identity covariance matrix
and zero mean vector). For MCMC methods, as seen above, the acceptance criterion is based on log-ratio α. For
MH-MCMC (described in Algorithm 3.1), it is:

(3.15) α = J (ψk)− J (ψk+1) +∆q
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Algorithm 3.2 Hamiltonian Monte Carlo
Input: Initial parameter ψ0

1: for k = 0, · · · , N do
2: Draw momentum sample pk from proposal density N (0,M)

3: Compute H(ψk,pk),
∂J
∂ψk

,
∂J

∂ψk+1

4: Update ψ (based on leapfrog algorithm)

5: pk+ 1
2
= pk − ∆t

2

∂J
∂ψk

6: ψk+1 = ψk +∆tM−1pk+ 1
2

7: pk+1 = pk+ 1
2
− ∆t

2

∂J
∂ψk+1

8: Compute H(ψk+1,pk+1)
9: Compute α = H(ψk,pk)−H(ψk+1,pk+1)

10: Compute a = min [1, exp (α)]
11: Draw u from U([0, 1))
12: if u < a then
13: Accept: ψk+1

14: else
15: Reject: Set ψk+1 = ψk

16: end if
17: end for

The extended form of Eq. (3.15), using Eq. (3.6), becomes:

α =J (ψk)− J (ψk+1)−
1

2
||H1/2

MAP(ψk −ψk+1 +H
−1
MAPgk+1)||2

+
1

2
||H1/2

MAP(ψk+1 −ψk +H−1
MAPgk)||

2

=J (ψk)− J (ψk+1) + (ψk+1 −ψk)
⊤(gk + gk+1) +

1

2
||H−1/2

MAP gk||
2 − 1

2
||H−1/2

MAP gk+1||2

3.4.2. MALA. Following Eq. (3.9) the updating step of MALA can be derived as:

(3.16) ψk+1 = ψk − τH−1
MAPgk +

√
(2τ)H

−1/2
MAP u

where u is defined as above. Considering
√
(2τ) = ∆t, the above equation can be re-written as:

(3.17) ψk+1 = ψk − ∆t2

2
H−1

MAPgk +∆tH
−1/2
MAP u

The extended form of the log ratio for the acceptance criterion for MALA method, considering Eq. (3.9), can be derived
as:

α =J (ψk)− J (ψk+1)−
1

4τ
||H1/2

MAP(ψk −ψk+1 + τH−1
MAPgk+1)||2(3.18)

+
1

4τ
||H1/2

MAP(ψk+1 −ψk + τH−1
MAPgk)||

2

=J (ψk)− J (ψk+1) +
1

2
(ψk+1 −ψk)

⊤(gk + gk+1) +
τ

4
||H−1/2

MAP gk||
2 − τ

4
||H−1/2

MAP gk+1||2
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3.4.3. H-HMC. Similarly, the updating step of H-HMC method using the Hessian information at the MAP point
and leapfrog algorithm 3.2 can be written as:

pk+ 1
2
= pk − ∆t

2
gk(3.19)

ψk+1 = ψk +∆tH−1
MAPpk+ 1

2

pk+1 = pk+ 1
2
− ∆t

2
gk+1

where pk is a random sample from a Gaussian distribution with zero mean and covariance HMAP. Therefore, the
updating step is as Eq. (3.17). The extended form of the log ratio, for H-HMC method, considering Eq. (3.10), is:

α = J (ψk) +
1

2
||H−1/2

MAP pk||
2 − J (ψk+1)−

1

2
||H−1/2

MAP pk+1||2(3.20)

where from the leapfrog algorithm (Eq. (3.19)) we can define:

pk =
(ψk+1 −ψk)

⊤

∆t
HMAP +

∆t

2
gk(3.21)

pk+1 =
(ψk+1 −ψk)

⊤

∆t
HMAP −

∆t

2
gk+1

and by substituting Eq. (3.21) in Eq. (3.20) we derive:

α = J (ψk)− J (ψk+1) +
1

2
(ψk+1 −ψk)

⊤(gk + gk+1) +
∆t2

8
||H−1/2

MAP gk||
2 − ∆t2

8
||H−1/2

MAP gk+1||2

which is similar to the acceptance criterion of MALA method (Eq. (3.18)).
We summarize the important points from the comparison of Hessian-based sampling methods. The above analysis

proves that, with a proper choice of positive-definite matrixB in the MALA method and Mass matrixM in the HMC
method, the updating step and acceptance coefficient of these two methods are the same. Choice of Mass matrix M
in HMC method and of positive-definite matrix B in MALA method plays a crucial role in tuning and performance
of HMC and MALA methods, respectively. In the above analysis, we propose using the Hessian information at the
MAP point to tune HMC and MALA methods, which can significantly improve the performance of these methods
compared to standard sampling methods. Comparison of these three Hessian-based methods shows that, although the
SN-MAP method performs perfectly for high-dimensional Gaussian distributions, H-HMC and MALA methods with
a variable step size can perform better for exploring non-Gaussian parameter spaces. These methods will be compared
numerically in Section 5.

4. Poroelastic Forward Model. In this section, we present the forward model, based on a continuum energetic
formulation of poroelasticity [22], to predict the water pore pressure p in the soil as a function of the permeability κ
and accounting for fluid transport in a deformable medium. Relating this to the notation of Section 2, the observation i
is a noisy pressure measure yi = piobs, and the uncertain field is θ(x) = − loge κ(x), where κ has the units m2. Below,
we describe the governing PDEs of this model.

The governing equations of the porous medium, wherein the solid matrix is incompressible, can be written as:

d tr(ε)

dt
+

dp

dt

ϕf
Kf

= − 1

ρf
divQ(4.1)

divσ + b = 0(4.2)

where ϵ, ϕf , Kf , and γ are the strain tensor, fluid volume fraction, fluid bulk modulus, and dynamic viscosity of fluid,
respectively.
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The flux vectorQ is defined as:

(4.3) Q = −κ
γ
ρf (∇p+ Pfg)

where ρf and Pf are the true fluid density and fluid density, respectively, with the relation Pf = ϕfρf . In Eq. (4.2) σ
is the Cauchy stress tensor, which is defined as:

(4.4) σ = (1− ϕf )
(
2µε+ λ tr(ε)I

)
− ϕfpI

where µ and λ are Lame constants, and the body force is defined as b := (Ps + Pf )g. where Ps is the density of solid
phase.

5. Numerical Results and Discussion. In this section, we illustrate the results of applying the Bayesian formu-
lation presented in Sections 2-3, and we compare the performance of Hessian-based sampling methods, to different
examples related to the processing of pore pressure data to infer permeability. We compare the sampling methods
on a Gaussian target distribution in Section 5.1, on a non-Gaussian target distribution in Section 5.2, on the posterior
distribution defined by a likelihood function embedding the coupled poroelastic model of Section 4 in Section 5.3. This
latter analysis is implemented in FEniCS, and the quasi-Newton solver from the dolfin-adjoint package is used to solve
the nonlinear minimization problem.

5.1. Gaussian Posterior Distribution. In this example, we consider an analytical Gaussian posterior distribution
with the covariance matrix Σ and mean m. We applied four sampling methods (i) MH-MCMC, (ii) HMC, (iii)
SN-MCMC, and (iv) H-HMC. The acceptance rate for SN-MCMC method is one as, considering Eqs. (3.5) and (3.15),
it can be shown that, when the distribution is Gaussian, q(ψk, z) is identical to ω(z). Consequently, the log-ratio is:

(5.1) α = ω(z)− ω(ψk) + q(z,ψk)− q(ψk, z) = 0

and the acceptance coefficient becomes:

(5.2) a = min
{
1, exp (α)

}
= 1

Fig. 1 compares the autocorrelation versus lag of these four sampling methods, for a one-dimensional and for a
high-dimensional Gaussian distribution. In the one-dimensional distribution, we assume m = 0.5 and σ2 = 2.0. We
generate 2, 000 samples, all the sampling processes start at θ = 0.5, and the step size for MH-MCMC, HMC, and
H-HMC methods is ∆t = 1.

For the high-dimensional problem, we assumed a domainΩ descretized into 936 meshpoints. The mean value and
the covariance matrix derived from the problem solved in Section 5.3 (the covariance matrix is as the inverse of Hessian
at the MAP point). We generate 10, 000 samples, and all the sampling processes start at the MAP (i.e. ψ =m). The
step size for MH-MCMC method is ∆t = 0.01, for HMC methods is ∆t = 0.1, and for H-HMC method it is assumed
∆t = 0.3, and considering these step sizes the acceptance rates for MH-MCMC, HMC, and H-HMC methods are
approximately 85%, 94%, and 92%, respectively. Moreover, the acceptance rate for SN-MAP method is unitary (as
shown in Eq. (5.2)).

We note that, in the standard HMC and MH-MCMC sampling methods, we need to take a small step size to keep
the acceptance rate high and prevent sampling from trapping in the low probable regions, which is inefficient and
computationally expensive. However, using accelerated sampling methods such as H-HMC, we can choose a bigger
step size while keeping the acceptance rate high, which can significantly decrease the number of samples we need to
explore the parameter space.

As it can be seen in Fig. 1, for Hessian-based sampling methods (SN-MCMC and H-HMC) the autocorrelation in
both one-dimensional and high-dimensional settings quickly goes to zero, which demonstrates a faster convergence in
comparison to MH-MCMC and HMC methods. Also, comparison of H-HMC and HMC methods in high-dimension
shows that we can use a bigger step size for the H-HMC method without decreasing the acceptance rate, and this
increases the convergence speed. Moreover, comparison of the autocorrelation functions for the one-dimensional and
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Fig. 1: Autocorrelation vs. lag for different sampling methods for the a) one-dimensional case, b) high-dimensional
case; autocorrelation is calculated for average value on the domain.

high-dimensional cases shows that the performance of MH-MCMC method decreases significantly with the dimension
of the problem. For the high dimensional setting, Fig. 2 shows the 95% credible interval and the sample average
along the section indicated by the dashed line in the domain, based on 10, 000 samples. The results show, the credible
interval and sample average for SN-MAP and H-HMC methods matches well with the analytical solution, which are
indistinguishable from the analytical solutions. However, standard sampling methods as MH-MCMC and HMC need
more samples to reach the same level of accuracy (Fig. 2).

Table 1a represents a summary of the analysis, via correlation time τ defined as τ = 1 + 2

∞∑
t=1

ρt. where ρt is

the correlation between two chains with lag equal to t. Neff is the effective sample size which is (N/τ), and SE is the
standard error which is defined as σ̃/Neff where σ̃ is the sample chain standard deviation. The table shows how the

Method τ Neff SE
HMC 1149.3 9 0.0036

H-HMC 62.5 160 0.00027
SN-MAP 1 10,000 1.4× 10−5

(a) Summery of convergence analysis of different sampling methods
for high-dimensional normal distribution.

Case # σϵ meas.
1 0.5 MPa 60
2 2 MPa 60
3 4 MPa 60
4 4 MPa 20
5 10 MPa 20

(b) Cases with different uncertainty levels, level of noise
(σϵ) and number of measurements.

Table 1: Summery analysis of high-dimensional normal example.

SN-MAP sampling method has the lowest standard error and it is the most efficient method for the high-dimensional
normal distribution. We do not consider the MH-MCMC method in this analysis, since the sampling chains of this
method are yet far from convergence after 10, 000 iterations.
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MAP distribution, Log10 𝜅

b)

d)

c)

e)

a)
-9.8

-13

(m)(m)

(m) (m)

Fig. 2: a) MAP point, b) interval for MH-MCMC, c) interval for HMC, d) interval for SN-MAP, e) interval for H-HMC
method, for the Gaussian posterior distribution.

Table 1b represents 5 different cases, with different levels of uncertainty, to investigate the effect of measurement
number and noise level on the credible interval amplitude. We increase the noise level by decreasing the number of



HIGH-DIMENSIONAL NONLINEAR BAYESIAN INFERENCE 13

measurements and increasing the noise level. For each case, the MAP point and Hessian at the MAP point is computed.
Then, considering the normal distribution approximating the posterior distribution at the MAP, we take 10, 000 samples
using the H-HMC method and compute the 95% credible interval at four random points in the domain, for each case.
The results are reported in Fig. 3. As we expected, the results show that by increasing the uncertainty level, the
amplitude of the credible interval increases (Fig. 3).
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Fig. 3: Amplitude of the 95% credible interval vs. measurement uncertainty for the Gaussian posterior distribution,
using the H-HMC method, at point 1:(1371.4, 0), point 2:(0, 160), point 3:(914.3, 320), and point 4:(4114.3, 1280).

5.2. Nearly-Gaussian Posterior Distribution. In this section, we apply the sampling methods to a log-normal
target distribution. The objective function is defined as:

J (ψ) =
1

2
||Λ1/2

(
log(ψ)−ml

)
||2 − log(ΠN

i=1ψ
−1
i )(5.3)

whereΛ = Σ−1
l . Σl andml are covariance matrix and mean vector inputs for the log-normal distributions, respectively.

The local gradient and Hessian of the objective function can be derived as follows:

∂J (ψ)

∂ψj
= ψ−1

j

[
nT

j Λ
(
log(ψ)−ml

)
+ 1

]
(5.4)

where nj = {nij}Ni=1 is a vector with components nij = 0, i ̸= j and nij = 1, i = j.

(5.5)
∂2J (ψ)

∂ψj∂ψi
=

{
−ψ−2

j

[
nT

j Λ
(
log(ψ)−ml

)
+ 1 + Λjj

]
if i = j

ψ−1
j

[
Λjiψ

−1
i

]
if i ̸= j

Based on Eq. (5.4) the MAP point isψMAP = exp(ml−Σl1). We discuss the performance of standard and accelerated
sampling methods for one-dimensional and high-dimensional log-normal distributions. In the one-dimensional case,
we assumeml = 0.5 and σ2

l = 2.0. We generate 4, 000 samples, and the step size for MH-MCMC, HMC, and H-HMC
methods is ∆t = 1. All the sampling processes start from the mode of log-normal distribution, exp(ml − σ2

l ).
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As a second setting, we consider a high-dimensional log-normal distribution. The domain and distribution are
assumed as Section 5.1, and the MAP point ψMAP = exp(ml −Σl1) is assumed similar to the MAP point of previous
example (Fig. 2). Similarly, the step size for MH-MCMC method is ∆t = 0.01, for HMC method is ∆t = 0.1, and for
H-HMC method it is ∆t = 0.3. The correspondence acceptance rates after taking 10, 000 samples for MH-MCMC,
HMC, and H-HMC methods are 82%, 94% and 92%, respectively. In addition, the acceptance rate for SN-MAP method
is approximately 8.3%, which is significantly lower than that of the SN-MAP sampling method for high-dimensional
Gaussian distribution.

Fig. 4 represents the autocorrelation function versus lag, for one-dimensional and high-dimensional settings. The
results show that the performance of the four methods in one-dimensional distribution is quite similar. In addition, as
it is shown in Fig. 4 the convergence speed of SN-MAP method and H-HMC method with the Hessian information at
the MAP point in high-dimensional distribution are significantly faster than standard MH-MCMC method. We also,
considered another example, where we take sample from a log-normal distribution and the MAP point is assumed
ψMAP = exp(m). wherem is assumed similar to the MAP point of the normal example. We have reported the results
in Appendix E.
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Fig. 4: Autocorrelation vs. lag of different sampling methods for the a) one-dimensional case, b) high-dimensional
case; autocorrelation is calculated for average value on the spatial domain.

Fig. 5 presents the 95% credibility interval and sample average along the dashed line for MH-MCMC, HMC,
SN-MAP, and H-HMC methods. As the results show, the HMC method converges and explores the parameter space
faster than the MH-MCMC method. H-HMC and SN-MAP methods convergence speeds are significantly higher than
standard sampling methods. After 10, 000 samples, the sample credible interval matches well with the exact credible
interval for both H-HMC and SN-MAP methods.

Table 2a shows the summary of convergence analysis for the high-dimensional log-normal distribution, after taking
10, 000 samples using MH-MCMC, HMC, and H-HMC sampling methods. Results of table 2a show a decrease in the
value ofNeff compares to applying similar sampling methods to high-dimensional normal distribution (table 1a), which
proves that taking samples from the log-normal distribution is more difficult.

Moreover, comparison of SE values in tables 1a and 2a shows that although the SN-MAP method works well for
normal distributions and it has the lowest estimation error value, for log-normal distribution using the H-HMC method
is more efficient, and the estimation error is lower.

Table 2b presents the Kullback-Leibler divergence (KLD) values between normal and log-normal distributions and
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Fig. 5: a) MAP point, b) interval for MH-MCMC, c) interval for HMC, d) interval for SN-MAP, e) interval for H-HMC
method, for the nearly-Gaussian posterior distribution.

the acceptance rates for different log-normal distributions. This analysis considers different log-normal distributions and
calculates the KLD value, which measures the difference between each log-normal distribution and its corresponding
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Method τ Neff SE
HMC 1458.1 7 0.0062

H-HMC 70.7 141 0.0003
SN-MAP 87.7 114 0.0004

(a) Summery of convergence analysis of different sampling
methods for high-dimensional log-normal distribution.

Case # KLD val. acceptance %
1 2.47 8.9
2 3.15 8.3
3 5.04 7.3
4 13.55 4.3
5 69.03 1.7
6 195.02 0.3

(b) Results of SN-MAP sampling method for different log-
normal distributions.

Table 2: Summery analysis of high-dimensional log-normal example.

normal approximation at the MAP. For each log-normal distribution, we run the SN-MAP sampling method and take
10, 000 samples. As the results show, by increasing the KLD value, the acceptance rate decreases, which shows that,
for distributions that are not close to Gaussian, generating samples is more expensive as the acceptance rate is lower.
The details related to computing the KLD between normal and log-normal distributions is presented in Appendix D.

5.3. Non-Gaussian Posterior Distribution: Inferring Permeability from Pressure Data. In this section, we
infer the permeability field κ from the sparse pore pressure data. The PDE governing equations of forward model has
described in section 4. The properties of assumed underground layer are listed in table 3. The boundary conditions are
assumed as below:

top BC : p = const. , bottom BC : δ = 0

The initial porosity is assumed ϕ0f = 0.2. We consider a 8, 000 × 4, 000 deep underground layer with the constant
fluid pressure of p = 500 MPa on the top boundary. Fig. 6 shows the assumed (hidden) permeability field κ, used to

Property Value
Solid phase Lame constant, λ 40MPa
Solid phase Lame constant, µ 40MPa
Fluid bulk modulus, Kf 2270MPa
Water density, ρf 1000 kg/m3

Water viscosity, γ 0.001Pa · s
Solid density, ρs 2000 kg/m3

Table 3: Properties of solid and fluid phases in the poroelastic model, see Section 4.

generate artificial measures by running the forward model. In this example, we generated 52 synthetic observations of
pore pressure, affected by random noise with standard deviation σϵ = 1.0 MPa. The observations are assumed in a
single time horizon 10 days after start of the injection.

As discussed in Section 2, the prior covariance is defined based on the Laplacian operator A−1 = −γΨ∆ + δI ,
with γ = 0.5, δ = 5 × 10−3 (1/km2), a = 0.018, b = 0.97, and β = 1.017π (the prior parameters are defined in
Section 2.1).

5.3.1. Computing the MAP Point. To find the MAP point, we apply a quasi Newton algorithm (BFGS) to solve
the nonlinear minimization problem. The detailed formulation of Lagrangian method is presented in Appendix C. The
prior mean is assumed constant (mπ = 33 m2). We start with an initial guess for the field and by applying the Newton
method, we iteratively update the field value. Fig. 7 shows the MAP point (which is similar to actual permeability
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Fig. 6: (left) target permeability distribution log10(κ), (right) synthetic pointwise pressure p observations 10 days after
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Fig. 7: The MAP point field with σϵ = 1.0 MPa.

shown in Fig. 6). Fig. 8 shows the identified MAP points by considering different noise levels. By increasing the level
of noise σϵ, the prior term becomes more dominant and consequently the MAP field is smoother. Similarly, Fig. 9
shows the effect of number of measurements on computing the MAP point. By decreasing the number of observations,
the MAP point becomes less informed, more smooth and far from the target distribution.

5.3.2. Exploring the Posterior Distribution. We use the HMC and H-HMC methods to generate samples from
the posterior distribution. In the H-HMC method, we use the Hessian information at the MAP point to improve the
sampling performance. To achieve similar acceptance rates, the step size ∆t for HMC and H-HMC methods are
set as 0.1, and 0.3, respectively. After taking 20, 000 samples for HMC, the correspondence acceptance rate and
H-HMC methods are approximately 85% and 83%, respectively. Fig. 10 shows the autocorrelation function versus lag,
computed for the permeability value at three points in the domain using HMC and H-HMC methods.

In this analysis, we don’t use the MH-MCMC method due to the inefficiency and computational costs. Also, since
the posterior distribution is highly nonlinear and non-Gaussian, the acceptance rate for the SN-MAP method is very
low, which makes this method inefficient. Furthermore, Fig. 11 presents the credible interval of the inverse problem’s
solution along the vertical dashed line, after taking 50, 000 samples using H-HMC method. The graph also shows the
prior samples’ mean and 95% credible interval. The comparison of prior and posterior intervals shows that the posterior
variance has decreased significantly, ensuring that the posterior distribution is highly influenced by observations. In
addition, posterior samples’ mean, MAP point and the target value are shown in Fig. 11. As the results show, the
posterior samples’ mean and MAP point match well.
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Fig. 8: The MAP field considering different noise levels with 52 observations.

6. Conclusion. We have presented a Bayesian inference framework for high-dimension inverse problems governed
by PDE equations. We used a continuous Gaussian prior distribution (based on a Laplacian-like operator) to ensure
the well-posedness of the infinite-dimensional inverse problem. The main advantage of this prior function is that it
can be applied to continuous domains, and it allows simple discretization. We implemented the inverse problem in the
FEniCS library and used an quasi-Newton solver (BFGS) of dolfin-adjoint package to solve the minimization problem.

We have investigated several sampling methods to describe the posterior distribution. We discussed the complexities
of sampling methods in high-dimensional parameter spaces and compared the performance of MH-MCMC and HMC
sampling methods with the accelerated methods using the Hessian and gradient information, such as SN-MCMC,
MALA, and H-HMC. By considering several one-dimensional and high-dimensional problems with Gaussian and non-
Gaussian posterior distributions, we showed that using the modified Hessian-based sampling methods can significantly
increase the speed of convergence and exploring in high-dimensional inverse problems. However, using the local
Hessian information in nonlinear high-dimensional problems is computationally expensive. We considered Hessian
sampling methods using the Hessian information calculated at the MAP point to overcome this problem. The results
revealed that the MAP-based Hessian sampling methods are both computationally efficient and fast in exploring
high-dimensional distributions.

We also applied the developed framework to a high-dimensional inverse problem governed by poroelastic PDE
equations to infer the unknown permeability distribution from the point-wise pore pressure observations. We calculated
the MAP point and the posterior credible intervals by applying the HMC and H-HMC methods, using the Hessian
information at the MAP point. Our results indicate that the H-HMC method using the Hessian information at the MAP
point has a better performance in exploring this non-Gaussian high-dimensional distribution.

Software Availability. A version of the code developed for this work is available at https://github.com/minakari/
Bayesian.
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Appendix A. Constructing an Infinite-dimensional Gaussian Prior.
The Gaussian prior field in the infinite dimension domain can be defined via the Karhunen-Loeve expansion [11],

as:

(A.1) θ = mπ +

∞∑
j=1

λjξj ϕ̃j

where {ϕ̃j}∞j=1 is a set of orthonormal basis functions of the domain, {λj}∞j=1 is a deterministic sequence and {ξj}∞j=1

is a set of independent standarly distributed normal variables ξj ∼ N (0, 1). Using Eq. (A.1), the covariance operator
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Fig. 11: 95% credible interval based on the H-HMC method.

in Eq. (2.8) can be written as follows:

Cπ = E
( ∞∑

j=1

∞∑
k=1

λjλkξjξkϕ̃j ⊗ ϕ̃k

)
=

( ∞∑
j=1

∞∑
k=1

λjλk E(ξjξk)ϕ̃j ⊗ ϕ̃k

)
=

∞∑
j=1

∞∑
k=1

λjλkδjkϕ̃j ⊗ ϕ̃k =

∞∑
j=1

λ2j ϕ̃j ⊗ ϕ̃j
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By orthonormality of set {ϕ̃j}∞j=1, we can write:

Cπϕ̃k =
( ∞∑

j=1

λ2j ϕ̃j ⊗ ϕ̃j

)
ϕ̃k =

∞∑
j=1

λ2j ⟨ϕ̃j , ϕ̃k⟩ϕ̃j =
∞∑
j=1

λ2jδjkϕ̃k = λ2kϕ̃k

Thus, the above calculation implies that
(
λ2j , ϕ̃j

)∞
j=1

are the eigenpairs of the covariance operator Cπ . For constructing
a prior as Eq. (A.1) of the random field θ, we need to specify the mean function mπ and covariance operator Cπ .

Appendix B. Low-rank Hessian.
The Hessian or second derivative of the objective function (Eq. (2.17)) w.r.t the controlling parameter can be

written as:

(B.1) H =Hmisfit +A
−1

where Hmisfit is the Hessian of first term in the objective function, which shows the misfit between the observations
and predicted values, and A is the Hessian of prior term. We can consider the Cholesky decomposition of the prior
covariance asA = LL⊤. Using this decomposition, we can rewrite Eq. (B.1) asH = L−⊤(L⊤HmisfitL+ I

)
L−1.

where the first term LHmisfitL is more informative about the controlling parameter, and its r−dimensional low
rank approximation can be written asL⊤HmisfitL ≈ VrDrV

⊤
r . whereVr is the n×rmatrix of dominant eigenvectors,

and Dr is the r × r diagonal matrix of dominant eigenvalues. Therefore, the low rank approximation of H can be
written as H̃ = L−⊤(VrDrV

⊤
r + I

)
L−1.

Appendix C. Lagrangian Formulation.
We minimize the objective function (negative log-posterior) to find the MAP point. In this example, the objective

function is defined as J (θ) =
1

2σ2
ϵ

n∑
i=1

(p(θ)− piobs)
2 +

1

2
||A(θ − θpr)||2.

where p(k), {pobs}Ni=1, and σ2
ϵ are predicted values of the pore pressure, pressure measurements, and noise

covariance, respectively. θpr is the prior mean. In addition, the Lagrangian form can be written as the summation of
objective function and weak form of the governing equations:

L(θ, p, p̃, ϵ, ũ) = J (θ) +

∫ ⊤

0

∫
Ω

(tr(ϵ)t + pt)p̃ dx dt+

∫ ⊤

0

∫
Ω

e−θ

γ
(∇p+ b) · ∇p̃ dx dt

−
∫ ⊤

0

∫
∂Ω

e−θ

γ
(∇p+ b) · np̃ dx dt+

∫ ⊤

0

∫
Ω

(b · ũ− σ · ũ) dx dt

where p̃ and ũ are the Lagrange multipliers for balance of mass and balance of momentum equations, respectively. (·)t
represents the derivative with respect to time

d(·)
dt

. The optimality conditions (Karush-Kuhn-Tucker conditions) for
solving the minimization problem, can be found by calculating the variation with respect to the Lagrangian function
variables. We have used the dolfin-adjoint python library to calculate the optimality conditions and find the MAP point.

Appendix D. Kullback-Leibler divergence between normal and log-normal distributions.
We assume that log-normal distribution is true or precisely measured distribution and normal distribution is the

approximated distribution of log-normal distribution.

p(x) = N (x|mp,Σp) = c |Σp|−1/2 exp
[
− 1

2
||Σ−1/2

p

(
x−mp

)
||2

]
q(x) = logN (x|mq,Σq) = c |Σq|−1/2 exp

[
− 1

2
||Σ−1/2

q

(
log(x)−mq

)
||2

]
Πn

i=1x
−1
i

where c = (2π)−n/2, and mq and Σq are mean and covariance of log(x), respectively. Consequently, the KL-
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divergence is defined as:

DKL(q(x)||p(x)) =
∫
q(x) log

q(x)

p(x)
= Eq

[
log

(
q(x)

)
− log

(
p(x)

)]
log

(
q(x)

)
= −n

2
log(2π)− 1

2
log |Σq| −

1

2
||Σ−1/2

q

(
log(x)−mq

)
||2 −

n∑
i=1

log(xi)

log
(
p(x)

)
= −n

2
log(2π)− 1

2
log |Σp| −

1

2
||Σ−1/2

p

(
x−mp

)
||2

Eq

[
log

(
q(x)

)]
= −n

2
log(2π)− 1

2
log |Σq| −

1

2
tr(In×n)−

n∑
i=1

mi
q

Eq

[
log

(
p(x)

)]
= −n

2
log(2π)− 1

2
log |Σp| −

1

2
Eq

[
||Σ−1/2

p

(
x−mp

)
||2

]
where instead of (x−mp)

⊤Σ−1
p (x−mp) we can write tr{(x−mp)

⊤Σ−1
p (x−mp)}, which can be re-written as

tr{(x−mp)(x−mp)
⊤Σ−1

p }, and it can be shown that:

1

2
Eq

[
||Σ−1/2

p

(
x−mp

)
||2

]
=

1

2
Eq

[
tr
{
(x−mp)(x−mp)

⊤Σ−1
p

}]
=

1

2
tr
{
Eq

[
(x−mp)(x−mp)

⊤
]
Σ−1

p

}
where Eq

[
(x−mp)(x−mp)

⊤] = Σ̃q + (m̃q −mp)(m̃q −mp)
⊤. Therefore, Eq

[
log

(
p(x)

)]
can be derived as:

Eq

[
log

(
p(x)

)]
= −n

2
log(2π)− 1

2
log |Σp| −

1

2
tr{(Σ̃q + (m̃q −mp)(m̃q −mp)

⊤)Σ−1
p }

and the KL-divergence will be:

DKL
(
q(x)||p(x)

)
= −1

2
log

|Σq|
|Σp|

− n

2
−

n∑
i=1

mi
q +

1

2
tr
{(
Σ̃q + (m̃q −mp)(m̃q − µp)

⊤)Σ−1
p

}
where Σ̃q and m̃q are covariance and mean of x in the log-normal distribution, which can be derived as follows:

Σ̃ij
q = exp

[
mi

q +mj
q + 0.5

(
Σii

q +Σjj
q

) ](
exp(Σij

q )− 1
)

m̃q = exp (mq + 0.5Σq1)

Appendix E. Sampling from High-dimensional Log-normal Distribution.
In this section, we consider a high-dimensional log-normal distribution, the mean value and covariance of log(ψ)

is assumed as the covariance and mean value of the first example (section 5.1). Since the range of ψ value is small,
the negative and zero values for the log-normal distribution are not defined; taking samples from this distribution is
complicated. To overcome this problem, we increase the mean value by adding a constant vector m′ = m + c1 ⇒
ψ′ ∼ logN (m+ c1,Σ).

We apply MH-MCMC, HMC, and H-HMC (with the Hessian at the MAP point) to explore the log-normal
distribution. The step size is assumed ∆t = 1 for MH-MCMC and HMC methods, and ∆t = 0.01 for the H-HMC
method, and the acceptance rate for all of these methods is approximately 98%.

We take 5 × 105 samples to explore the log-normal distribution; since the ψ′ covers a wide range of values, the
convergence speed of MH-MCMC and HMC methods is significantly lower than the convergence speed of the H-HMC
method. Using the Hessian information as the mass matrix in the H-HMC method modifies the sampling process to
explore the distribution in different directions (modes) faster. Even after 5 × 105 samples MH-MCMC, and HMC
methods are far from convergence. However, H-HMC sampling chains converge after 2× 105 samples.
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